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Introduction

Azurin from Pseudomonas aeruginosa (PA) is a small 128-resi-
due, copper-containing redox protein that plays a role in elec-
tron transport.[1] In the case of redox proteins, there is consid-
erable interest in understanding how the protein matrix acts
to tune the redox potential of the metal site. Three-dimension-
al structures for azurin PA have been determined for different
pH values.[2–4] Apart from a small conformational change at res-
idues 35 to 37, which is due to (de)protonation of His35, the
protein structures at different pH values are rather similar
(Figure 1). The copper ion is coordinated by the Sg atom of
Cys112, the Nd atoms of His46 and His117, the carbonyl
oxygen of Gly45 and the Sd atom of Met121; this results in
a trigonal bipyramidal coordination geometry around the
copper. Structures of the reduced copper site[3, 6, 7] are nearly
identical to those of the oxidised protein. Experimentally,
azurin has been extensively studied, and the effects of a large
number of mutations on the redox potential are known.[8–10] To
complement such studies there is much interest in computa-
tional methods that could be used to estimate changes in
redox potential associated with changes in pH or specific mu-
tations. To directly calculate the redox potential of azurin as a
function of pH or protein composition is, however, currently
not possible. This would require a full quantum-chemical treat-
ment of the copper site, including its immediate environment,
and would need to include entropic effects associated with al-
ternative conformational states of the protein and the solvent.
Since extensive sampling of atomic motion in combination
with high-level electronic-structure calculations is not practica-
ble for systems of the required size and complexity, one must
make one or more simplifying assumptions:

i) One may treat the copper ion and its ligands using high-
level quantum-chemical methodology, but neglect the pro-
tein environment, the solution and entropic contribu-
tions.[11–13]

ii) One may treat the protein in explicit solvent using an em-
pirical force field and classical dynamics. This approach in-
cludes entropic effects through extensive conformational
sampling. It treats the processes of oxidation and reduction
as purely electrostatic effects, implicitly assuming that
quantum-mechanical contributions are the same for all
mutations.[14–18]

iii) A third approach is to simply neglect both the quantum-
mechanical nature of the transition and entropic contribu-
tions from the environment and treat oxidation and reduc-
tion as purely electrostatic phenomena. For example, one
may perform Poisson–Boltzmann calculations based on a
given (X-ray) structure in the oxidised and reduced
states.[19, 20]

A combination of different approaches might be the most
appropriate method.[21–25] However, combined approaches in-
troduce inconsistencies between different aspects of the prob-
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lem and make it impossible to determine the dominant contri-
butions. In this article, we explore the accuracy and applicabili-
ty of the second approach. Molecular-dynamics (MD) simula-
tions of azurin in both oxidised and reduced forms and at
pH 5 and pH 9 in explicit water are used to estimate the rela-
tive redox potential of the wild-type protein and four muta-
tions: M44K, N47L, N47D and F114A.

The thermodynamic integration method[26] was used to com-
pute free-energy differences between different states of the
system.[27] In this approach, the Hamiltonian H(p,r) that de-
scribes the molecular system as function of the generalised co-
ordinates r and momenta p is made a function of a coupling
parameter l, H(p,r ;l). The coupling parameter is chosen such
that when l=lA, the Hamiltonian of the molecular system cor-

responds to that of state A, that is, H(p,r ;lA) = HA(p,r) and
when l=lB, the Hamiltonian of the system corresponds to
that of state B, that is, H(p,r ;lB) = HB(p,r). Since the Hamiltonian
is a function of l, the free enthalpy or Gibbs free energy[27]

GðN,p,TÞ ¼ �kBT ln½h�3N V�1

Z Z Z
expf�ðHðp,rÞ þ pVÞ=kBTgdpdrdV�

ð1Þ

is also a function of l. The derivative of the free energy with
respect to l is given by[26]

dGðlÞ=dl ¼ h@HðlÞ=@lil ð2Þ

Figure 1. Top) X-ray structure[3] in stereo presentation (PDB[5] code 4AZU, subunit A) of azurin in its oxidised form at pH 5. The Cu atom, its ligands and the side
chains that are mutated are represented at the atomic level. Bottom) Overlay of the active sites of the oxidised (black) and reduced (grey) forms in ball and stick
mode.
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Here N is the number of particles in the system, p is the pres-
sure and V is the volume of the system, T is the temperature,
kB is Boltzmann’s constant and h is Planck’s constant. From
Equation (2), the thermodynamic-integration (TI) formula for
the free-energy difference between states A and B follows
immediately

DG ¼ GðlBÞ�GðlAÞ ¼
ZlB

lA

h@HðlÞ=@lildl ð3Þ

To evaluate Equation (3), the ensemble average h@H/@li can be
determined from simulations at a series of l values between lA

and lB, and the integral can be determined numerically. As l

can refer to any arbitrary coordinate, the coupling-parameter
approach may be used to link two physical states through a
nonphysical pathway. Here, the charge distribution on the
copper and its ligands is varied as function of l to model the
transition from the oxidised to the reduced state of azurin. Al-
ternatively, the protonation state of the residue His35 was al-
tered as a function of l to mimic the transition from pH 5 to
pH 9. The protonation state of His83 was not varied, since the
side chain of this residue is exposed to the solvent. The func-
tional dependence of H(p ;r ;l) on l effectively describes the
pathway from state A to state B.

The computation of a free-energy difference by using Equa-
tion (3) involves three basic choices:

i) the definition of the end states A and B,
ii) the pathway that will connect them, and
iii) the definition of one or more thermodynamic cycles of

which they are a part.

Since the free energy is a thermodynamic state function, the
change in free energy DGB,A will be independent of the path
connecting states A and B. Along any closed path or cycle,
DGcycle = 0. This is true so long as the system remains in equili-
brium, and the change is performed in a reversible manner.
Thus, if we consider the cycle (4) and can calculate all four legs
it, we may use cycle closure to test the quality of the equilibra-
tion, sampling and integration over l.

The study presented in this paper consists of four parts.
First, the stability of the protein in the four (end) states of
cycle (4) is investigated. Second, the convergence behaviour of
h@H/@li as a function of the simulated time per l value and as
a function of the choice of initial atomic velocities is examined.
We investigate the precision of expression (3) as function of
the number of discrete l values used and of the choice of the
sequence of the particular l values when changing the system
from one l value to the next. The thermodynamic cycle (4)

was used to estimate the precision of the calculated DG
values. Third, the effects of variations in the Hamiltonian on
the calculated DG values are considered. Fourth, the thermo-
dynamic-integration technique is applied to investigate the
effect of various azurin mutations on the redox potential.

Results and Discussion

Overall structure of the protein

To test the stability of the protein within the force field, the
four end states of thermodynamic cycle (4) were equilibrated
for 450 ps then simulated for 400 ps. The protein structures in
all cases remained close to the X-ray structure of the oxidised
form at pH 5[3] with backbone atom-positional root-mean-
square differences after 950 ps with respect to this X-ray struc-
ture of 0.12 nm for ox, pH 5; 0.11 nm for red, pH 5; 0.17 nm for
ox, pH 9 and 0.14 nm for red, pH 9. The secondary structure as
derived from NMR experiments for the reduced form at pH 5.5
and 40 8C in aqueous solution[4] is also largely maintained in
the four simulations of the four end states. This is illustrated in
Table 1 in which the percentage backbone–backbone NH···CO

Table 1. Populations [%] of main-chain hydrogen bonds in MD simulations
of azurin in water in different redox states and at different pH values.[a]

NH�CO red, pH 5 ox, pH 5 red, pH 9 ox, pH 9
averaging 400/400 400/400 400/400 800/800
period [ps]

Turn type II
4–1 0/0 0/0 0/0 0/0
strands S1–S3
30–3 98/99 98/97 96/87 97/99
5–30 97/96 97/100 98/93 99/99
32–5 90/97 94/98 99/98 99/99
7–32 96/98 95/96 98/98 99/94
34–7 98/78 95/78 94/95 91/94
9–34 95/84 98/93 94/1 86/99
turn type I
13–10 0/0 0/0 0/0 0/0
strands S2a–S1
10–14 28/82 6/71 60/57 1/77
16–8 94/57 89/98 81/98 98/66
turn type II
19–16 0/0 0/0 0/0 0/0
strands S2b–S8
124–18 89/83 92/94 91/97 92/89
20–124 82/93 84/92 90/99 95/94
126–20 91/90 87/72 74/98 76/97
22–126 98/80 98/97 98/99 97/98
128–22 96/0 92/36 96/60 91/80
24–128 93/0 91/1 80/0 34/21
turn type I
26–23 77/7 72/91 65/14 79/88
turn type II
28–25 0/0 0/0 0/0 0/0
strands S3–S6
99–27 96/97 87/99 87/6 91/92
29–97 97/98 98/99 98/90 98/100
97–29 99/99 96/99 99/94 99/99
31–95 99/98 99/99 99/90 99/99
95–31 97/98 90/98 98/95 97/99
33–93 91/92 88/93 88/98 96/93
93–33 99/54 99/99 97/96 97/98
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hydrogen bonding in the simulations is presented for the hy-
drogen bonds that were inferred from the NMR experiment
(Figure 6 of ref. [4]). Only nine out of 68 backbone–backbone
hydrogen bonds were not seen in the simulations. Five are lo-
cated in turns, which may not have a very stable conformation.
Two are i to i�3 hydrogen bonds (i is the residue sequence
number) in helix 2 and one is an i to i�4 hydrogen bond at
the N terminus of the short helix 1. Of the many interstrand
hydrogen bonds, only one, from residue 87 to residue 46 at
the edge of strands S4 and S5, is not seen in the simulations.
Instead, the NH of residue 87 makes a stable hydrogen bond
to the carbonyl oxygen of residue 47.

Free-energy calculations

In Figure 2 the values of h@H/@li along the four legs of the
thermodynamic cycle (4) are shown. The DG values as calculat-
ed from Equation (3) are shown at the arrows along the four
legs of the cycles in Figure 3. When more than one value is
given, the upper value, DGf, is from the forward change of l

(l= 0 to 1 in the direction of the arrow), the middle value,
DGb, is from the reverse change of l (l= 1 to 0), and the lower
value is the Boltzmann weighted average, calculated from:[28]

DGave ¼ �kBT ln
exp�DGf=kB T þ exp�DGb=kB T

2
ð5Þ

with kBT = 2.5 kJ mol�1. For the process of oxidising the copper
at pH 5 (Figure 2 A), most of the difference of 10 kJ mol�1 be-
tween the forward and reverse processes (Figure 3 A) occurs
for l<0.4. At pH 9, the hysteresis of this process is small
(<1 kJ mol�1; Figure 2 B). The curves for the process of changing
the pH display a much larger hysteresis of 45 kJ mol�1 in the
reduced state (Figure 2 C) and 30 kJ mol�1 in the oxidised state.
Apparently, the protein does not have sufficient time during
the simulations to relax and reach equilibrium as l is changed.
This is confirmed by the results obtained when l was varied
in a nonsequential (random) manner. The green curves in
Figure 2 show larger differences in h@H/@lil values for adjacent
l values than when l was changed sequentially (red and black
curves), despite the fact that values at each l should be inde-
pendent. Changing l nonsequentially results in values for
DGcycle that are twice as large (Figure 3). Extending the number
of l values from 11 (Figure 3 A and C) to 21 (B and D) in the in-
tegral of Equation (3) does not significantly improve cycle clo-
sure (DGcycle). This is not surprising considering that the dG/dl

profile is smooth. Extending the sampling time per l value
does not dramatically improve the convergence of h@H/@lil, as
is illustrated in Figure 2 B. In view of this, neither is a reverse
cumulative average (RCA) analysis of the data expected to pro-
vide further insight into the convergence question.[29] In Fig-
ure 2 B, it is indicated that neither does varying the initial ve-
locities per l value, which can be used to randomise sampling,
improve the overall convergence of DG. We have tried to iden-
tify structural changes or lack of them that are correlated with
the occurrence of hysteresis at particular l values. When con-
sidering the change from pH 5 to pH 9, for which process the

Table 1. (Continued)

NH�CO red, pH 5 ox, pH 5 red, pH 9 ox, pH 9
averaging 400/400 400/400 400/400 800/800
period [ps]

35–91 75/85 97/98 99/78 98/97
helix H1
43–40 64/68 57/62 67/54 54/60
44–40 95/98 89/99 97/97 98/96
45–41 0/0 0/0 0/0 0/0
strands S4–S5
46–87 98/82 100/93 99/94 99/99
87–46 0/0 0/0 0/0 0/0
84–48 86/1 92/96 80/81 96/92
50–82 99/0 98/45 98/98 98/98
82–50 54/0 53/0 50/38 59/48
strands S4–S7
49–111 96/98 97/98 94/96 97/98
111–49 97/100 98/100 96/99 98/98
51–109 97/94 99/97 98/99 97/99
109–51 94/95 88/10 94/88 81/63
53–107 76/96 52/0 40/0 17/0
helix H2
55–52 14/49 12/3 14/0 82/60
56–53 0/0 0/0 0/0 0/0
57–54 0/0 0/0 0/0 0/0
59–55 92/0 86/0 86/0 15/0
60–56 95/86 95/83 95/90 96/93
61–57 93/94 82/89 94/97 94/86
62–58 86/72 81/66 86/94 80/82
63–59 95/99 98/0 98/0 99/99
64–60 99/99 99/0 100/0 100/100
65–61 76/90 79/0 90/0 93/93
66–63 53/37 71/0 33/24 21/15
67–64 8/40 14/0 23/0 35/32
turn type I
71–68 50/56 44/8 34/51 47/52
73–70 89/99 83/91 95/94 88/97
turn type II
77–74 0/0 0/0 0/0 0/0
turn type I
80–77 7/0 25/2 29/2 25/13
turn type II
91–88 77/0 48/58 76/86 76/75
helix H3
101–98 40/4 6/0 59/3 12/12
102–99 77/89 71/87 84/2 79/82
turn type II
106–103 17/39 31/29 34/0 75/33
strands S7–S8
108–125 17/85 47/87 62/89 83/96
125–108 98/96 99/100 97/98 99/99
110–123 99/98 99/97 99/99 99/99
123–110 98/99 96/100 99/97 99/97
112–121 13/35 38/54 38/58 77/17
turn type II
117–114 73/70 60/44 72/72 44/43
helix H4
120–117 66/33 17/26 51/55 46/32
121–117 95/96 93/97 96/98 98/94

[a] The two percentages for the first three states were obtained from sim-
ulations before and after a forward and backward change to another
state. For the first three columns these intermediate states are: ox, pH 5;
ox, pH 9 and ox, pH 9. The percentages of the ox, pH 9 state are from
simulations after a change from the ox, pH 5 state and from the red,
pH 9 state. A hydrogen bond is defined by a hydrogen–acceptor distance
of less than 0.25 nm and a donor-hydrogen-acceptor angle larger than
1358. Only hydrogen bonds indicated in Figure 6 of ref. [4] have been
listed.
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hysteresis is the largest, the side chain of His35 becomes de-
protonated, and its charge distribution and hydrogen-bond-
forming ability change drastically (Table 2). The value of h@H/
@lil appears correlated to the presence or absence of a hydro-
gen bond between Hd1 of His35 and the carbonyl oxygen of
Pro36. This hydrogen bond should be present at pH 5, but at
pH 9 is replaced by a hydrogen bond between the NH of
Gly37 and the Nd of His35 for large l values. For this to occur,
the peptide plane of Pro36/Gly37 must flip by 1808, a confor-
mational change that is observed in X-ray diffraction studies[3]

and that was also observed in the simulations. However, NMR
studies suggest that the structural relaxation around His35 is
slow[30] and, thus, it is not surprising that insufficient sampling
at intermediate l values is observed.

Experimentally,[8–10] the value for DGox,red(pH 5)�DGox,red(pH 9)
is 7 kJ mol�1. The thermodynamic integration calculations yield
15 kJ mol�1 (Figure 3 A and B) when using sequential l values
and �7 kJ mol�1 (Figure 3 C and D) when using random l

values along the pathway from the reduced to the oxidised
state. When using the two other (vertical) legs of the thermo-
dynamic cycle to obtain this DG value, we find 5 (Figure 3 A)
and 8 kJ mol�1 (Figure 3 B) using sequential l values, and 10

(Figure 3 C) and 12 kJ mol�1 (Figure 3 D) using random l values.
On average, these eight values are only 1 kJ mol�1 lower than
the experimental one, but their spread (22 kJ mol�1) is much
larger than 1 kJ mol�1.

The sensitivity of the DG values obtained to the particular
charge distributions used is illustrated in Figure 3. The results
of panels A–D were obtained with the charge set I of Table 2
and those of panel E with the slightly different charge set II.
The changes, which only concern the reduced state, yield
slightly lower values for DGox,red(pH 5)�DGox,red(pH 9):
4 kJ mol�1, and 8 kJ mol�1 obtained via the vertical legs of the
cycle. These are comparable to the experimental value of
7 kJ mol�1.

Summarising, we may conclude that the errors in the differ-
ent DG values range from 1 to 10 kBT, depending on the type
of process and choice of sequence of l values. The cycle-clo-
sure value is smaller when using sequential l values than
when choosing a random sequence. In the former case, com-
pensation of errors for the forward and backward processes is
likely. A small change of the Hamiltonian causes changes in
the relative DG values of 1 to 6 kBT. Extending the sampling
times beyond a few hundred picoseconds, doubling the

Figure 2. dG/dl from Equation (2) as a function of l for the four legs of the thermodynamic cycle (4). Change between the reduced state (l= 0) and the oxidised
state (l = 1) at A) pH 5 and B) pH 9. Change between the protonated state of His35 (pH 5, l= 0) and the deprotonated (neutral) state of His35 (pH 9, l= 1) for
C) the reduced and D) the oxidised protein. The values in black represent a (forward) sequence of 21 equidistant l values from l = 0 to 1. The values in red were
obtained by extending the simulations at l= 1 and then using a (backward) sequence of 21 equidistant l values from l = 1 to l = 0. The simulations in the end
points, l= 0 and l = 1, were equilibrated for 450 ps and sampled for 400 ps ; at the intermediate l values, the equilibration was 50 ps and the sampling was
400 ps. The values in green were obtained through a randomly chosen sequence of l values. In B, results for different sampling times (red: 200, violet : 600, green :
900 ps) for the random l sequence are displayed too. The purple dots represent values obtained by using different initial atomic velocities (equilibration 10 ps,
sampling 90 ps). The error bars are obtained by block averaging over 400 ps periods (sequential l changes) and 300 ps (random l changes).
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number of l values beyond about 10 or varying the initial ve-
locities yields variations in the DG values of only 1 kBT. The
slow structural relaxation of the protein in response to a
change of l appears to be the major determinant of the preci-
sion of the calculated DG value upon a change in pH or redox
state.

Since the first applications of the thermodynamic integra-
tion[26] and perturbation[31] formulae in MD simulation studies
to obtain relative free-energy differences,[32, 33] a variety of tech-
nical aspects and pitfalls have been identified[34–36] and are still
being investigated.[28, 37–41] As we find in this study, the most
important factors determining the precision of a DG value are
the choice of pathway or l-dependence of the Hamiltoni-

an[27, 42] and the relaxation of the molecular environment upon
changing the Hamiltonian.

Relative redox potentials of azurin mutants

In the simulations, the hysteresis of the forward and reverse
redox-state change in azurin is of the order of a few kBT. Even
at this rather low precision, one can still use the thermody-
namic-integration approach to predict the relative redox po-
tentials of different mutants of azurin. In Figure 4, the relative
free energies DGox,red(pH, mutant)�DGox,red(pH 5, wild-type) cal-
culated from MD simulations are compared to the experimen-
tal values.[8–10] The average hysteresis is 6 kJ mol�1. Although
some correlation between calculated and measured relative
redox potentials is observed, overall the correlation is rather
poor. This leads to the conclusion that thermodynamic-integra-

Figure 3. Free energy differences DG [kJ mol�1] along the four legs of the ther-
modynamic cycle (4) calculated from Equation (3) and obtained by using differ-
ent sequences of l values, different equilibration and sampling periods and
slightly different Hamiltonians. Sequential l values: A, B and E. Random l

values : C and D. Dl= 0.1: A, C and E. Dl= 0.05: B and D. Standard Hamiltoni-
an (charge set I in Table 2): A, B, C and D. Alternative Hamiltonian (charge set
II in Table 2): E. For further explanation, see Figure 2 legend.

Table 2. Atomic-charge distributions at the copper site in the reduced and
oxidised states and at His35 at pH 5 and pH 9. Charge sets I and II were
obtained from DFT calculations with slightly different input structures, as
found in PDB[5] files 4azu and 5azu.

residue atom charge (e)
reduced (I) reduced (II) oxidised (I/II)

Cu 0.215 0.215 0.333
Gly45 Ca 0.124 0.140 0.147

C 0.381 0.362 0.400
O �0.506 �0.518 �0.526

His46 N �0.730 �0.721 �0.705
H 0.368 0.380 0.384
Ca 0.461 0.451 0.429
Cb 0.094 0.088 0.117
Cg 0.077 0.078 0.079
Nd1 �0.373 �0.384 �0.386
Cd2 0.014 0.058 0.055
Ce1 0.350 0.297 0.378
Ne2 �0.565 �0.426 �0.534
He2 0.479 0.443 0.494

Cys112 Ca �0.039 �0.035 �0.013
Cb 0.056 0.071 0.153
Sg �0.629 �0.646 �0.222

His117 Ca �0.035 �0.039 �0.017
Cb 0.214 0.180 0.217
Cg �0.003 0.011 0.001
Nd1 �0.378 �0.368 �0.391
Cd2 0.142 0.106 0.181
Ce1 0.352 0.338 0.366
Ne2 �0.489 �0.441 �0.451
He2 0.409 0.388 0.433

Met121 Ca �0.110 �0.122 �0.087
Cb 0.168 0.166 0.156
Cg 0.084 0.070 0.131
Sd �0.259 �0.241 �0.261
Ce 0.129 0.108 0.141

charge (e)
pH 5 pH 9

His35 Cg �0.05 0.13
Nd1 0.38 �0.58
Hd1 0.30 –
Cd2 0.0 0.0
Ce1 �0.24 0.26
Ne2 0.31 0.0
He2 0.30 0.19
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tion calculations to obtain free-energy differences between dif-
ferent redox states or pH values may only be used to obtain
rough estimates of the effects of mutating the protein. Only if
ways are found to properly relax and sample the various pro-
tein conformations, may the estimates become more than
qualitative.

Computational Methods

The MD simulations were carried out by using the GROMACS simu-
lation software[47, 48] and the GROMOS96 biomolecular force field,
parameter set 43A2.[49–51] Aliphatic CHn groups were treated as
united atoms. The simple-point-charge (SPC) model[52] was used for
water.

The atomic charges for the copper and its ligands (Table 2) were
obtained from density-functional (DFT) quantum-chemical calcula-
tions by using the Amsterdam Density Functional (ADF) soft-
ware.[53] The positions of the non-hydrogen atoms in the Cu site
were taken from the X-ray structure of oxidised azurin at pH 5
(PDB[5] code 4AZU). The Becke–Perdew exchange-correlation func-
tional was used with a triple-zeta valence plus polarisation basis
set of Slater-type orbitals. Multipole-derived charge analysis was
used to obtain the atomic charges.[54] To obtain charges for the ali-
phatic united atoms, the charges of the hydrogens were added to
those of the carbons. The charges of charge set II differ slightly
from those of charge set I and were used to check the effect of
changes in the charge distribution on the outcome of the calcula-
tions.

The initial coordinates of the atoms in azurin were taken from the
X-ray structure of the oxidised form at pH 5. Polar and aromatic hy-
drogen atoms were added according to standard geometries.
His83 was (singly) protonated at Ne2. The different protonation

states of the copper ligands and of His35 in the four simulations
(oxidised versus reduced, pH 5 versus pH 9) are shown in Table 2.
Since a classical treatment of the interactions of the copper ion
with its ligands is a rather poor approximation of the quantum-
chemical nature of the latter and may lead to unrealistic deforma-
tions of the copper–ligand geometry, the Cu atom was connected
to the protein by constraining the distances from the Cu atom to
the five coordinating ligands to the respective values in the X-ray
structure of the wild-type protein (see Table 3, set A). Although the

details of the force field might affect the absolute value of the
redox potential, we expect the potential differences to be insensi-
tive to them. Because of these constraints, no nonbonded interac-
tion between the copper and its five coordinating atoms was
taken into account. The distance constraint set B was taken from
the XRD structure of the F114A azurin variant[46] and was used in
the MD simulations of this variant. In the MD simulations of the re-
duced state, one of the Hd2 atoms of the side chain of Asn47 tends
to form a hydrogen bond with the Cg atom of Cys112, thereby dis-
rupting the coordination sphere of the copper. To prevent this, a
repulsive distance restraint was applied between the N?d2 atom of
Asn47 and the Cg atom of Cys112 (Table 3).

The protein was placed in a rectangular periodic box with edge
lengths such that the distance between any protein atom and the
walls of the box was larger than 0.6 nm. This resulted in a box
volume of 27.7 m3. The remaining space was then filled with 3208
water molecules taken from an equilibrium distribution of liquid
water at ambient temperature and pressure. The water configura-
tion was relaxed for 50 steps of energy minimisation, while keep-
ing the protein atoms fixed. Next protein and water degrees of
freedom were relaxed through another 50 steps of energy minimi-
sation.

The initial atomic velocities were taken from a Maxwellian distribu-
tion at 300 K. The simulations were performed at constant temper-
ature (300 K) and pressure (1 atm) by separately coupling the pro-
tein and the solvent to external temperature and pressure baths[55]

with coupling times of 0.1 ps for the temperature and 1 ps for the
pressure. The pressure was calculated with a molecular virial and
held constant with an isothermal compressibility of 4.575 � 10�4

(kJ mol�1 nm�3)�1. In the azurin simulations of the thermodynamic
cycle in which charge set I was used, the bond lengths in the pro-
tein were kept rigid by using the LINCS algorithm[56] with a geo-
metric tolerance of 10�4. The geometry of the water molecules was
kept fixed in the same manner. The equations of motion were inte-
grated by using the leap-frog algorithm and a time step of 2 fs. In
the simulations of azurin with charge set II and of the azurin mu-
tants, the bonds in the protein were not constrained and a time
step of 1 fs was used.

Figure 4. Comparison of calculated and measured relative redox potentials
[kJ mol�1] for azurin and some mutants at different pH values: DDG =

DGox,red(pH, mutant)�DGox,red(pH 5, wild type). The experimental values were
taken from refs. [42–44] The experimental DDG value for N47L was obtained
from the experimental data on Alcaligenes denitrificans azurin.[45] The calcu-
lated values were obtained by using the forward change (l= 0 to 1) from the
reduced to the oxidised state (&) and the backward change (l = 1 to 0) from
the oxidised to the reduced state (&). For the N47DH variant, only the forward
calculation was performed (DDG = 12 kJ mol�1).

Table 3. Bonding parameters for the copper–ligand distance restraining. Set
B was only used for the mutant F114A.

Atom pair Distance restraint [nm]
set A set B

Cu–O Gly45 0.2955 0.3066
Cu–Nd1 His46 0.2064 0.2208
Cu–Sg Cys112 0.2267 0.2215
Cu–Nd1 His117 0.1978 0.2362
Cu–Sd Met121 0.3164 0.3006
Nd2 Asn47–Sg Cys112 0.45 0.45
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The nonbonded interaction between atoms in so-called charge
groups[49] was calculated according to a spherical triple-range cut-
off scheme. Short-range van der Waals and electrostatic interac-
tions were evaluated at every time step by using a charge-group
pair list that was generated with a short-range cut-off radius of
0.8 nm between centres of geometry of the protein charge groups
and the oxygen atoms of the water molecules. Longer-range van
der Waals and electrostatic interactions, between pairs at a dis-
tance longer than 0.8 nm and shorter than a long-range cut-off of
1.4 nm, were evaluated every fifth time step, at which point the
pair list was also updated, and were kept unchanged between
these updates. To approximate the electrostatic interactions
beyond the long-range cut-off, a Poisson–Boltzmann reaction-field
force was used. The value for the dielectric permittivity of the con-
tinuum outside the long-range cut-off was 78.

The MD simulations of the thermodynamic cycle (4) were initialised
in the reduced form at pH 5. First, the upper and left legs were si-
mulated forward to the oxidised form (at pH 5) and to pH 9 (in the
reduced form), respectively, and then back to the reduced form at
pH 5. Second, the lower and right legs were simulated, starting at
the reduced form at pH 9 and at the oxidised form at pH 5, respec-
tively, forward to the oxidised form at pH 9, and then back to the
respective initial states. At each of the four end points of the ther-
modynamic cycle, the system was equilibrated for 450 ps and sam-
pled for another 400 ps. The change in l along the horizontal and
vertical pathways was carried out in 10 or 20 steps of Dl= 0.1 or
Dl= 0.05. At each l value, 50 ps equilibration was followed by
400 ps sampling. For some cases, the change in l values was non-
sequential. The following random sequence of 21 l values was
used: 0.35, 0.6, 0.2, 0.7, 0.8, 0.55, 0.45, 1.0, 0.05, 0.25, 0.4, 0.85, 0.75,
0.1, 0.95, 0.65, 0.0, 0.15, 0.3, 0.5, 0.9. For each l value equilibration
covered 700 ps and sampling the next 300 ps. The results of these
simulations are presented in Table 1 and Figures 2 and 3.

The simulations of the mutants were based on charge set II
(Table 2) and involved different numbers of water molecules: 2796
for F114A, 3189 for M44K at pH 5, pH 8 and pH 10, and 4152 for
wild-type azurin at pH 5 and pH 9, for N47L, for N47D and for
N47DH (the protonated form of Asp47). In these simulations, eight
to 13 l values are used per change of oxidation state. The equili-
bration at the end points of the legs of the cycle was reduced to
250 ps, and the sampling time per l value was reduced to 200 ps.
For the simulations of the M44K variant, the state of protonation
of H35 and K44 was chosen as follows: pH5: both residues proto-
nated; pH 8: H35 deprotonated, K44 protonated; pH 10: both resi-
dues deprotonated.

Atomic positions were saved every 0.5 ps for analysis. Hydrogen
bonds were calculated by using a geometric criterion. A hydrogen
bond is defined by a minimum donor-hydrogen-acceptor angle of
1358 and a maximum hydrogen–acceptor distance of 0.25 nm.

Keywords: free-energy calculation · GROMOS force field ·
molecular dynamics · simulations · thermodynamics
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